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1. Introduction

The problem of assessment of the financial condition of company
is very crucial to avoid customers, who may cause problems with fi-
nancial liquidity or are the potential bankrupts [1, 2, 19]. To decrease
the risk of transaction the assessment of financial condition of the
company is necessary. Company credit ratings are very costly to
obtain, since they require to invest large amount of time and human
resources to perform analysis of the company risk status. Such report
is based on various aspects, ranging strategic competitiveness to the
operational level details [2, 10].

Although rating agencies emphasize the importance of analysts'
assessment in determining credit ratings, there is a parallel way of de-
veloping the automatic methods relying on the artificial intelligence
approach. Nowadays the most often used methods apply the artificial
neural networks, being the universal tools able to do both classifica-
tion and prediction tasks [6, 11, 13, 17]. The important point in such
application is the availability of large amount of historical data of
the company, regarding the financial reports and embedded valuable
expertise of the agencies in evaluating companies' credit risk levels.
The objective of credit rating prediction is to build the mathematical
models that can extract knowledge of credit risk evaluation from
past observations and to apply it to evaluate credit risk of companies
with much broader scope.
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However besides the prediction the modeling of the process can
deliver another valuable information to the user. These studies can
help the user to capture the fundamental characteristics of the most
important dependencies between different financial ratings and the
company risk status. Such analysis can also simplify the process of
the assessment of the risk status of the company, by eliminating
some parameters that are loosely associated with the level of the
company risk.

The most important point in the credit report is the assessment of
the financial condition of company by using many factors (not only fi-
nancial). Important are also such information as changes of board of
directors, status of the company, location and other registry informa-
tion. Very often this information can be available online in Internet.
The other source of fresh information about company is the interview
via phone with subject or other companies with which our subject co-
operates e.g. suppliers, sister company, parent company, affiliates etc.
On the basis of this we can obtain additional information about e.g.
payment history. Other sources of data are the agents distributed all
over the world. This additional information can be added to the set
of attributes, enriching in this way the input information taken into
account at taking decision.

On the basis of all gathered information we can create the diag-
nostic features describing the financial state of the company, and
then associate them with one of few classes, representing the level
of insolvency risk. The insurance companies apply different number
of classes. In this paper we assume 5 classes of insolvency risk [10]:

« excellent (without any risk)
» good
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* satisfactory
* passable
* poor.

The problem that arises is to provide the unified way of representing
the information as an input to the computer system performing the role
of automatic extraction of knowledge and undertaking the final deci-
sion of assessment of insolvency risk of the company. In most applica-
tion the numerical data is either represented directly in numerical
form or converted to some classes, while the other (non-numerical)
data is somehow coded in a binary way. In this paper we apply the uni-
fied way of representing data by using the weight of evidence (WOE)
concept [17] associated with each feature. The data represented by
WOE will be classified by us in two step procedure. In the first step
we apply the binary logistic regression associating the data with seven
models of 2-class classification. The results in the form of probability
of membership to these 7 models are applied as the input attributes
for the second stage of classification recognizing the final class (one of
5 already defined). As the classifier we apply the support vector machine
(SVM), generally regarded as the most efficient classification tool [6, 15].
The novelty of the paper may be characterized in the following points.

» Development of continuous representation of financial data, very
efficient in practical application and leading to the improvement
of the quality of the classification system.

Proposing the 2-step classification of financial data by applying the
binary classification systems in both stages. We will show that such
solution leads to the significant improvement of the accuracy of
classification.

2. Binary logistic regression and WOE approach

In the first step of proposed approach we transform the multiclass
task into few simple binary models of classification (similar to deci-
sion tree) and then in the second stage apply the additional classifier
responsible for undertaking the final decision of the classification. We
will show that such dissolution of classification task into two steps is
profitable and leads to the increase of the accuracy of an automatic
system of assessment of financial condition of company. In this
work we substitute the entries of vector X representing any real fi-
nancial data by their numerical codes in the form of weights of evi-
dence (WOE). Weights of evidence is a quantitative method for
combining evidence in support of a hypothesis [4, 7].

Suppose we have only two classes labeled by either zero or one.
Let us assume that the input features (represented by WOE) defined
for the data under classification are organized in the form of vector
x of the dimension N, where N denotes the number of input features.
We assume that the actual target y has the binomial distribution i.e.
vi~B(n;,pd;) where n; denotes the number of trials and pd; probability
of success. This distribution is dependent on the set of input variables
(features) x; Our goal is to estimate the conditional probability

Xi) 1)

The model of logistic regression is now defined in the form [7, 14]
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where Xx; denotes the vector of input variables. From this model by
solving the set of linear equations written for the learning data we
can estimate the unknown vector o. To the most popular approaches

to this estimation belongs the maximum likelihood method [2, 7]. Alter-
natively, one can express the previous formula in a probability category
as

1

pd(y;) =pd(y; =1) = 1+ exp(—ax;)

3)

Then the output pd(y;) can be interpreted as the probability of be-
longing the input vector x; to the class labeled by 1.

In the proposed approach the input vector X is represented by
weights of evidence. Weights of evidence is a quantitative method
for combining evidence in support of a hypothesis [2, 4]. Such repre-
sentation enables to apply this model to the evidential themes with
binary (presence/absence) classes as well as to multi-class maps. Bi-
nary evidence is relatively straightforward to interpret and we limit
its definition for two classes. Let us assume for example that we
deal with the input data called ‘type of consolidation’ of the company,
recognizing three types of it: consolidated, non-consolidated and
group consolidated. In each group there is some quantity of compa-
nies belonging to class 1 and some quantity of data classified as
class 0 (binary representation of classes). Let us denote by odds; for
ith attribute of the feature the ratio of the number of all companies
belonging to class 0 and to the class 1, that is

_rate;(y =1)

odds; = rate,(y = 0)

(4)

where the rate;(y =a) is calculated as the number of examples of repre-
sentatives of class a (a =0 or a= 1) related to the total population of the
members of this class for all attributes of the particular feature (in the
case of type of consolidation it will be three groups counted together:
consolidated, non-consolidated and group consolidated). The weights
of evidence for this category variable is defined for each ith attribute
in the form

WOE; = In(odds;) (5)

We illustrate the procedure of calculation of WOE for the input
feature ‘type of consolidation’ on the exemplary data presented in
Table 1.

After transformation, the input variable ‘type of consolidation’ is
represented by its attribute's WOE. For example WOE;=1.427,
WOE,; = —0.088 or WOE;= —1.073 will represent the consolidated,
non-consolidated or group consolidated data, according to the particular
type of the considered company.

We can use this approach to order any type of variables, including
the category as well as numerical data. In the case of category data if
some input variable has less than 20 categories we treat it as a stan-
dard one and code directly each category by WOE. In the case of
higher number of categories we may merge the groups characterized
by similar values of WOE, keeping the number of categories not
higher than 20. In the case when the class contains less than 5% of
data we may merge it with the class closest in respect to WOE and
then we calculate the new value of WOE for the merged group.

Table 1
The example of determination of the WOE for the feature ‘type of consolidation’.

i Type of Class0 Class1 Rate Rate Odds WOE
consolidation (y=0) (y=1)

1 Consolidated 30 5 0.375 0.090  4.166 1.427

2 Non-consolidated 40 30 0.500 0.546 0915 —0.088

3 Group consolidated 10 20 0.125 0.364 0342 —1.073

Sum 80 55 1 1
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In the case of numerical input variable we divide the numerical
data into intervals (bins) each containing c.a. 5% of observations and
compute share of ones and zeros in all bins. If some ranges have similar
values of WOE we can join these bins together, reducing in this way the
quantity of input attributes. Next we compute the respective value of
WOE for each bin. This process can be done easily in an automatic way.

In our solution at converting the continuous variable to WOE we
have applied special strategy, which in spite of applied discretization,
provides as much as possible the continuity of the resulting represen-
tation at changing the class. First we transform the continuous value
of variable x into quintile representation using kernel density estima-
tion providing the range (0-1) for the new transformed variable x,.
This operation reduces the sensitivity of the results with respect to the
extremity of values of feature x, that we deal with. Each particular
value x, corresponding to the continuous attribute is associated with
the probability pd(y;= 1] x4). The theoretical estimation of this proba-
bility might be expressed for example by the approximate formula

#1 Xq

pd(yi=1lx,) " Fixt o,

(6)

in which #;,, (i=1 or 0) means the theoretical cardinality of i-th class in
the imaginary set for the quantiled variable x,. In this way each value of x
transformed first to X, is associated with its probability of belonging to
class 1. Then we approximate the value of WOE corresponding to x by
using logistic model, in which the continuous value of the variable x
can be represented by WOE as follows [2, 14]

— 7
T—pdy; = 1%, 7

o - 22100 o
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where #;, (i=1 or 0) is the total cardinality of ith class in the learning set
for the variable x. In this way any continuous variable x may be trans-
formed into its WOE representation. On the basis of this representation
of the input variables we will classify them into proper class (one of
five already defined).

We should note that application of WOE in data representation pro-
vides the uniformity of input data irrespective of its character. It allows
also to avoid the problem of increasing the dimension of the input vector
at growing the number of subclasses used to represent some features.

3. Classification of data
3.1. Binary logistic regression for multiclass problem

Our first step in solving the multiclass classification task is to con-
vert the multiclass problem into binary one. We will do it by applying
the properly defined subclasses My, M5, ..., M, each representing the
decision of matching the input data to two classes only. It resembles
the decision tree. The general scheme of the data preprocessing for
the class M; (i=1, 2, ..., 7) is presented in Fig. 1.

We recognize 7 models of classes M; (i=1, 2,...,7) for which we
perform independently the feature selection procedure. The model
M; corresponds to the case when the actual data represented by the
selected vector x belongs to either class 1 or to the class higher than
1. Its output defined by Eq. (3) represents the probability of belonging

Set of Feature Logistic
available lection § X !

WOE(i) —| selection for P> regression y(x) e Y(X)
attributes model M; for class i

Fig. 1. The general scheme of data pre-classification using the binary logistic regression
for ith model.

the data to the class higher than or equal to 1. In similar way model
M, generates the output signal representing the probability of be-
longing the input data to classes higher than 2. Model M5 represents
the probability of data belonging to classes higher than 3 and model
M, corresponds to data belonging to classes higher than 4. Addition-
ally on the next three levels we build the models of exact member-
ship to the particular class (model Ms —> probability of belonging
to class 2, model Mg —> to class 3 and similarly model M; —> to
class 4). Each model may be fed by different set of features. Selection
of these features is done in an introductory step by applying the pro-
cedure of feature validation and selection (independently for each
model). We have done it by using well known stepwise method [8,
14, 15], preceding the true logistic regression performed indepen-
dently for each model.

Each model is created independently from the other. It means seven
repetitions of feature selection procedure as well as seven logistic regres-
sions applied for each model. After performing all these steps of model
building with the vectors x representing the selected input attributes
(expressed in WOE form) we get 7 models associated with the proper
values of probability defined by the value yyy(X). In this way the model
M; will be further represented by the probability value yy;(x), M, by
the value of yyp(x), etc. These probability values will form the inputs
to the next stage classification of data, which is performed in our solution
by the neural SVM classifier. In this way the final classifying network will
be fed by 7 input features, all in the range (0, 1).

This two step approach has many advantages.

* The logistic regression defined by Eq. (3), used as the fist step of clas-
sification is fed by the input variables coded in WOE, which naturally
reflect the information about proportion of the classes and their asso-
ciation with the input attributes.

In natural way the classification problem has been distributed into
few smallest models, each responsible for two classes only. This
way of solution is much easier to control.

For the model on each level we can apply the dedicated feature se-
lection method such as stepwise or forward and backward regres-
sion, leading to the simplification of the undertaken decision and
at the same time to better understanding the basis relationships be-
tween the attributes and the recognized classes.

3.2. Final classification of data

The binary logistic regression discussed in the previous subsection
delivers the information of the probability of belonging the input vec-
tor x (representing the financial data characterizing the company) to
predefined cumulative classes, which do not represent our final clas-
sification problem. The last step is to assign the particular data to the
final class (one of five defined in the introduction). The input data for
this step will form seven probabilities denoting the degree of belong-
ing the input data to the models My, Ms,..., M. Denoting them by yp;
(X), Ymz(X),...,ym7(X) we form the input vector for the last step classi-
fier as the 7-entries vector Xg, = [Ym1(X), Ym2(X),....ym7(X)].

The basic classifier proposed by us to solve this problem is the
Support Vector Machine. The SVM is a feedforward network of one
hidden layer (the kernel function layer). It is known as an excellent
classifier of good generalization ability [9, 18, 20]. The learning prob-
lem of SVM is formulated as the task of separating the learning vec-
tors into two classes of the destination values either di=1 (one
class) or dj=—1 (the opposite class), with the maximal separation
margin. The separation margin, formed in the learning stage accord-
ing to the assumed value of the regularization constant C, provides
some immunity of this classifier to the noise, inevitably contained in
the real data under testing. The great advantage of SVM is the unique
formulation of learning problem leading to the quadratic program-
ming with linear constraints, which is very easy to solve. The SVM of
the Gaussian kernel has been used in our application. The
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hyperparameters o of the Gaussian function and the regularization con-
stant C have been adjusted by repeating the learning experiments for the
set of their predefined values and choosing the best one at the validation
data sets. The optimal values of these parameters were 0=2.5 and
C=100. To deal with a problem of many classes we have applied the
strategy one against one [9]. In this approach the few SVM networks are
trained to recognize between all combinations of two classes of data.
For M classes we have to train M(M-1)/2 individual SVM networks. In
the retrieval mode the input vector belongs to the class of the highest
number of winnings in all combinations of classes.

To compare the efficiency of this classifier we have tried also other
classifying tools. Among them are the well known decision tree ap-
proach [5], fuzzy KNN classifier [12] and ordinal regression [3].

The decision tree is very well known approach to multiclass clas-
sification of data. On each level it creates the model that predicts
the class name by comparing the values of input attributes with the
assumed bias. This is done top-down from a root node and involves
partitioning the data into subsets which contain instances that have
similar values. Each non-terminal node is split based on the actual
values of attributes and each leaf represents a value of the target,
given the values of the input variables represented by the path from
the root to the leaf. The method is very simple to understand and in-
terpret. It requires little data preparation and is able to handle both
numerical and categorical data of even large size in a short time.

The ordinal regression [3, 16] is a special kind of statistical linear
technique used by us to solve the final classification problem on the
basis of the results of logistic regressions of all binary models from
M; to M5 treated as input variables. In this method of data processing
we estimate the order of the response category on the basis of the
weighted combination of the input variables. The important role ful-
fill here the regression coefficients o and [3 used to predict the prob-
ability of the outcome (class to which the input data belongs), while
the outcomes have the ordinal character. At the presentation of ith
input vector X; the parameters a and p fulfill the linear equation
(™ x) \

n <T(x)> =0+ (—=B1ym (X)) =BV (X)) — .. =Baymz (X;))  (8)
il 1

The variable mj(x;) is the probability that pd(y;<classj|x;) and j=1,
2, ..., 5 represent classes. This model generates as many outputs as is
the number of classes. Each output signal is generated on the basis of
the same input signals and the same parameters 3;. Only parameters
o; (j=1, 2, ..., 5) are different for all 5 classes. The adaptation of pa-
rameters o and (3 is made on the basis of known class membership
concerning the learning data, and these parameters are then used in
classification mode for the current data under testing [3].

The last method used in our comparison is fuzzy KNN classifier.
According to the principle of operation of this classifier we find K
nearest neighbors of the actually applied input vector Xg, of unknown
class. These neighbors are selected from the vectors of known class
destination. Next we determine the value of the Gaussian member-
ship function of the vector Xg, to each of the classes represented by
the chosen neighbors. Then we assign the input vector Xg, to the
class, which has the highest sum of membership among the vectors
identified in the previous step [12, 14].

The best choice of the value of K depends upon the data. Generally,
larger values of K reduce the effect of noise on the classification, but
make boundaries between classes less distinct. Proper value of K is
usually selected experimentally by trying different values and apply-
ing this one which provides the best results of classification in cross-
validation experiments on the validation data set.

4. Data base used in numerical experiments
In the numerical experiments we have used the credit reports data

of 2217 cases corresponding to companies of known destinations (the
class of insolvency risk) assessed by the human experts. The profile of

activity of companies was very different (commerce, production,
banking and other services). Generally the credit report data contains
the most important information such as following.

1. The identification of the company.

2. Registry data — date established, legal form, registered status, regis-
tered authority, registration number.

3. Legal filings — bankruptcy filings, court judgments, tax, liens, etc.

. Management and staff — key managers, staff data.

5. Board of directors — appointments (name, board function, ID, address,
biography)

6. Share capital — authorized capital, type of share, number of shares,
paid-up/issued capital, etc.

7. Shareholders — composition (name, percentage of shares, address),
how listed, etc.

8. Corporate affiliation — structure (name, affiliation type, address).

9. Financial accounts containing such positions as

date of account

consolidation

period

sales turnover

gross profit

operating profit

profit before tax

profit after tax

current assets

non-current assets

total assets

current liabilities

long-term liabilities

total liabilities

shareholders' equity

10. Payment behavior regarding the payment experience of the sub-

ject, assessed by the experts on the basis of the record of his pay-
ments from the past.

N

.

Additionally the reports contain also information on different types
of consolidation (non-consolidated, consolidated, group consolidated).
The quantity of companies belonging to different groups of consolida-
tion is presented in Table 2.

Taking into consideration the final expert assessment of the insol-
vency risk associated with each company, the structure of the whole
data set was as presented in Table 3. As it is seen the representation
of different classes was not equal. The highest number of companies
in the base was classified as good or satisfactory. The smallest repre-
sentation (91 out of 2217) corresponds to the class named poor.

From this very rich data base we have preselected some introduc-
tory set of features, which according to the experience of the human
expert has the biggest impact on the decision of classifying the com-
pany to the proper class. In Table 4 we list the set of these attributes
taken directly from the data base.

Coding of the class of the sales turnover is made at assumption of five
classes. Assignment to one of these 5 classes is based on the following
rules, showing how big the company is:

if sales is more than 1 billion USD — class 1
if sales belongs to <100 million-1 billion USD — class 2
if sales belongs to <20 million-100 million USD — class 3

Table 2
The quantity of data of different types of consolidation in
the considered database.

Group consolidated 720
Consolidated 637
Non-consolidated 860
Total 2217
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Table 3
The quantity of cases belonging to different groups
of insolvency risk.

Excellent 211
Good 800
Satisfactory 783
Passable 332
Poor 91
Total: 2217

if sales belongs to <2 million-20 million USD — class 4
if sales is less than 2 million USD — class 5

The feature concerned with the profit after tax (‘Is profit after tax <0’)
is coded as zero, when the profit is below zero and as one in other case.
The feature ‘class of positive profit after tax’ has been coded by us in 4
classes, depending on the volume of the profit. We have assumed 13
classes of the feature ‘class of payment behavior’, assigned to the compa-
ny on the basis to the experience how promptly the payment has been
made in the past (class 1 — all payments made very promptly, class 12 —
serious payment delays reported and class 13 — refuse to pay). We
have considered four classes representing the feature ‘legal form class’:
private limited liability company, joined stock company, sole proprietor-
ship and the fourth class composed of other companies. The feature ‘is
group employment’ has been coded by zero when there is no group em-
ployment and as one when such type of employment exists.

On the basis of the presented above attributes we have generated
additional features being the ratios of some of them. The most impor-
tant are financial ratios which show the level of financial condition of
company, although they don't take into account the size of the com-
pany (for example the level of sales turnover). The financial ratios
used by us are calculated using the following formulas [11]

* Gross margin (GM)

Gross profit

M= _——"—"—
¢ Sales turnover

« Operating margin (OM)

Operating profit

OM = Sales turnover

 Net profit margin (NPM)

Profit after tax

NPM =
Sales turnover

Table 4
The set of attributes taken from the credit reports as the potential features.

Consolidation class (three classes) Total assets of the last year

Class of sales turnover of the last Current liabilities of the last year
year

Profit before tax of the last year

Current assets of the last year

Total liabilities at the end of the last year

Trend of sales turnover (the slope of linear

model)

Shareholders' equity Trend of profit after tax

Availability of company by phone Trend of shareholders' equity

Availability of company by fax Age of company (in years)

Legal form class Number of employees

Is group employment Number of employees for group

Class of payment behavior Class of sales turnover

[s profit after tax <0 Class of positive profit after tax

Sum of profit and equity Registry status
(to cover losses)

Credit limit

Share capital (authorized or
issued/paid-up)

Current ratio

* Return on equity (ROE)

Profit after tax
Shareholders's equity

ROE =

* Return on assets (ROA)

ROA — Profit after tax
Total assets

 Equity slope (ES)

Equity(t + At) — Equity(t)
ES= A

» Current Ratio (CR)

Total assets

R = Total liabilities

* Debt Ratio (DR)

Total liabilities
DR = Total assets

* Long Term Ratio (LTR)

Long term liabilities

LTR = Share holders’ equity

The last part of generated features is connected with Altman's vari-
ables, known as z-score. The Z-score formula for predicting bankruptcy
was published in 1968 by Edward 1. Altman [1]. The formula may be
used to predict the probability that a company will go into bankruptcy
within two years. Taking them into account we have added the following
variables derived from z-score.

_ Current assets — Current liabilities
e Total assets

_ Operating profit
2™ " Total assets

Shareholders’ equity
Total liabilities

T3 =

_ Sale turnover

4™ Total assets

All different currencies used in financial reports of international
companies existing in our data base have been converted to common
currency of US dollars on the basis of the actual currency rate. Taking
into account the original features and their numerical descriptors de-
fined above we got the set of 40 potential features that were used in
classification of the insolvency risk assessment.

5. Numerical results of experiments

In the first step of procedure we have to map the input financial
data of company organized in the form of vector x composed of
WOE entries into 7 binary models of classes, from M; to M. Each
model is then represented by the value of yy;(x) defined by the logis-
tic regression Eq. (3). The important advantage of this method is the
individual approach to each model, especially the selection of input
attributes. Observe that each model of classes may be individually
tuned with respect to the optimal set of input attributes. In fact, the
application of stepwise fit of feature selection in Matlab (the function
sequentialfs) [15] for each model has delivered different number of
the most important features. In our experiments we have used the



544 B. Swiderski et al. / Decision Support Systems 52 (2012) 539-547

following control parameters of Matlab: penter=0.03 and pre-
move = 0.07. The variable (feature) was added to the selected feature
set when its significance level of hypothesis, that this attribute is not
important, was smaller than the value 0.03 and was removed from
the set, when this level was higher than 0.07. The procedure of fea-
ture selection has been repeated 50 times at random split of the
data into learning (90%) and testing (10%) parts. Application of this
procedure has generated the set of the most important features for
each run of the cross validation. Below we list the contents of the fea-
tures for particular models selected most often in all cross validation
runs.

Model M, (nine features): class of consolidation, credit limit, ROE,
long term debt ratio, availability of company by phone, age of com-
pany, number of employees, share capital, class of payment
behavior.

Model M, (four features): credit limit, operating margin, equity
slope, share capital.

Model M3 (six features): credit limit, operating margin, long term
debt ratio, is group employment, share capital, class of payment
behavior.

Model M, (six features): class of consolidation, credit limit, current
ratio, is group employment, class of sales turnover of the last year,
class of the profit after tax.

Model Ms (five features): credit limit, operating margin, equity
slope, share capital, number of employees.

Model Mg (four features): credit limit, group employment, share
capital, class of payment behavior.

Model M; (eight features): credit limit, net profit margin, current
ratio, long term debt ratio, profit slope, availability of company by
phone, is group employment, share capital.

These elements formed the input vector x for each model of logis-
tic regression, on the basis of which the regression defined by (3) was
performed. As a result of this operation the probability value yp;(x)
associated with each model (M;, My, ...,M7) was calculated. To assess
the quality of these results we have prepared the receiver operating
characteristic curve (ROC) for each model. The ROC displays the
trade off between true positive rate (TPR) and false positive rate
(FPR) of a classifier. Good classification model should be located as
close as possible to the upper left corner of the diagram, while
model that makes random guesses resides along the main diagonal
connecting the points (TPR=0, FPR=0) and (TPR=1, FPR=1).
Fig. 2 presents these characteristics for all created models. The hori-
zontal axis represents the false positive rate and vertical one the
true positive rate of all classification models My, Ms,..., M. We pre-
sent the average and two extreme (maximum and minimum) charac-
teristics obtained in 50 cross validation trials. As it is seen the ROC
characteristics of all classifiers prove good classification properties
of the created classifying models.

In Table 5 we summarize the performance of the created classifying
models by pointing the mean, median and standard deviation (std) of
areas under curves (AUC) of ROC, as a result of cross validation of the
models (50 repetitions of the procedure of creation of the models
using randomly selected data from the data base). For all classifiers
we have got very good values of AUC. Both mean and median values
are very close to each other and all are higher than 0.9. The remarkable
is very low values of standard deviations observed in all cases.

Seven outputs of binomial logistic regression representing the first
stage models (from M; to M) were used as inputs to the second stage
classifier. The basic classifier was the Support Vector Machine. The
SVM network with Gaussian kernel was applied in one against one
mode. The hyperparameters: o of the Gaussian function and the reg-
ularization constant C were set to 2.5 and 100 respectively. They have
been selected after the introductory experiments performed on the
validation data set (10% of the learning data set).

The experiments of learning and testing have been repeated also
50 times at the random choice of the data forming both sets with pro-
portion: 90% of data used in learning and 10% for testing only. The
final mean accuracy of classification was equal 82% at standard devi-
ation of 3%. To illustrate the performance of the SVM classifier system
we have created the confusion matrices on the basis of the numerical
results of all 50 experiments. Three matrices have been created: one
representing the mean values of the class memberships (Fig. 3a),
the second to the median values of class membership (Fig. 3b) and
the last one the for standard deviations (Fig. 4).

The confusion matrix illustrates how the cases belonging to different
classes have been classified by our system. The rows represent the actu-
al outputs of our system and the columns — the targets. The upper num-
ber in each entry of the matrix is the average number of the actually
recognized classes in testing mode, calculated for all 50 experiments
and the bottom one — its percentage, referred to the total number of
all cases used in testing (221). The diagonal entries of this matrix repre-
sent the mean (or median) quantity of the properly recognized cases
(the upper value) and also its ratio with respect to the total representa-
tion of all testing data (lower value expressed as percentage). Each
entry outside the diagonal means error (the number of misclassifications
and its relative value). The entry in the (i,j)th position (for i#j) of the
matrix means false assignment of the case of jth class to the ith one.

The last column of the matrix represents the total percentage mea-
sure of accuracy of actual recognition for the class pointed by the clas-
sifier. The upper (green) number represents the ratio of the number of
the properly recognized cases to the total number of cases pointed by
this particular output. This is the specificity defined as the ratio of the
true positive cases to the sum of true positive and false positive cases.
The bottom numbers in the last column denoted in red color represent
the false alarm ratios (the complement of specificity to one). The last
row of the matrix represents the ratios of the number of the properly
recognized cases to the total number of true cases (targets). This is
the sensitivity of the system, defined as the ratio of the true positive
cases to the sum of true positive and false negative cases. The bottom
numbers in this row denoted in red color are the misclassification ra-
tios (the complement of sensitivity to one).

Both results (mean and median) are very close to each other. Note
that practically all misclassifications of classes are grouped along the
main diagonal and the observed difference of estimated class mem-
bership was not higher than one in both directions. The only excep-
tion is the positions (1,3) and (4,2) of the confusion matrix for
mean values. We should also note small values of standard deviations
(Fig. 4). It means good stability of the applied classifier, quite insensi-
tive to the choice of the learning data set.

To assess properly the quality of SVM classifier we have repeated
the final classification experiments by applying three other classifica-
tion systems: fuzzy KNN (at K=20), the decision tree and ordinal re-
gression. The comparative statistical results observed on the same
data sets are depicted in Table 6. Bold numbers indicate the best results
with respect to the mean and median in all 50 cross validation trials.

As it is seen the application of SVM as the final classification sys-
tem results in the best outcome. Both mean and median results be-
long to the best, although it should be noted that the difference
between the SVM and the other methods is not very large. Note also
small values of standard deviations in all cases. It means that our ap-
proach produces stable results, rather insensitive to the composition
of the learning and testing data.

The next question that should be answered is how the logistic re-
gression and two stage classification applied in our solution was im-
portant for obtaining the presented results. In the next experiments
we have repeated the classification procedure for the same set of
data by using one step approach at application of SVM, decision
tree, ordinal regression and fuzzy KNN as the classifiers (without lo-
gistic regression). However, this time we used the raw original nu-
merical values of features. This approach needed also repetition of
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Fig. 2. The ROC curves (the average, maximum and minimum) for 7 classifying models: a) M1, b) M2, c) M3, d) M4, e) M5, f) M6, g) M7.
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Table 5

The AUC values of ROC corresponding to 7 models My, My, ..., M.
Model M; M, Ms My Ms Mg M-
Mean (AUC) 0.990 0.969 0.980 0.993 0.933 0.913 0.952
Median (AUC) 0993 0971 0980 0.994 0.034 0915 0955
Std (AUC) 0.009 0010 0008 0004 0018 0.023 0.013

the selection procedure of the input data to all models. Once again the
Matlab function sequentialfs implementing stepwise feature selection
[15] was performed on the original data without converting them to
WOE representation. We have done it by using the same (as in the
previous case) control parameters of the stepwise method. The selec-
tion procedure has been repeated 50 times for each classifier and the
final results are the mean of all 50 trials on the testing data. As a result
of these experiments we have got different number of the most dis-
criminating features for each classification method (most often se-
lected in all 50 runs of the cross validation). They are summarized
below:

SVM classifier (5 features): existence of phone connection to the
company, profit after tax, sales turnover class, payment behavior
class and maximum credit limit.

Decision tree (6 features): debt ratio, payment behavior class, ROE,
sales turnover class, consolidation class and maximum credit limit.
Ordinal regression (7 features): existence of phone connection to
the company, profit after tax, ROE, maximum credit limit, net profit
margin, share capital.

Fuzzy KNN (5 features): existence of phone connection to the com-
pany, profit after tax, sales turnover class, consolidation class, credit
limit.

The selected features have been normalized by applying the formula

X
max(abs(x))

9)

X =

where the maximum is calculated for each feature independently. The
normalized features have been applied directly to the input of the

a Confusion Matrix

Output Class

1 2 3 4 5
Target Class

Cenfusion Matrix

Qutput Class

1 2 3 4 5
Target Class

Fig. 4. The confusion matrix representing standard deviation of mean results of
classification.

classifiers. The whole procedure of classification has been repeated 50
times at random division of the data for learning set (90% of data) and
testing set (10% of data). Table 7 depicts the obtained results compared
to the presented approach. Similarly as before the bold numbers indi-
cate the best results obtained in all 50 cross validation experiments.
The results confirm, that application of logistic regression in com-
bination with SVM classifier belongs to the best. We observe its ad-
vantage over simple (one-step) application of SVM, decision tree,
ordinal regression and fuzzy KNN in terms of accuracy (average in-
crease of accuracy around 3% with respect to the best single step clas-
sification). We have also noted some superiority of the proposed
approach when analyzing the misclassified cases. In the proposed ap-
proach practically all misclassifications happened at the neighboring

b Confusion Matrix

QOutput Class

1 2 3 4 5
Target Class

Fig. 3. The confusion matrices obtained at 50 cross validation experiments: a) the mean, b) the median values.
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Table 6
The comparative statistical results concerning the accuracy at application of different
final classification systems.

SVM Decision tree Ordinal regression Fuzzy KNN
Mean 82.03% 81.70% 81.69% 80.74%
Median 82.40% 81.67% 81.90% 80.00%
Std 2.78% 2.61% 2.62% 2.85%
Table 7

Comparison of the accuracy of classification of data at the proposed approach and the
application of one stage classifiers.

Logistic regression SVM Decision Ordinal Fuzzy

+SVM tree regression KNN
Mean 82.03% 78.35% 79.07% 69.06% 78.37%
Median 82.40% 78.44% 79.67% 69.12% 78.45%
Std 2.78% 2.70% 2.81% 2.82% 2.95%

classes (with 2 exceptions presented in Fig. 3a — total mean equal
0.14%). At simple, one-step approach this ratio was higher and in
the case of the best decision tree classifier rose up to 0.26%.

6. Conclusion

In this study we have proposed the novel 2-stage approach to the
problem of credit rating prediction of the companies. The most im-
portant point of this approach is the combination of the logistic re-
gression method with WOE representation of data, forming the first
stage of binary classification, and application of the second stage of
final classification, in which the results of the first stage form the
input information for second stage classifier.

Application of WOE, reflecting the information about the propor-
tion of the classes and their association with the input attributes, pro-
vides the natural way of implementing the human knowledge of the
process into the classification methodology. The presented approach
split large classification problem into few smaller models, each recog-
nizing two classes only. Such method of solution is much easier to
control. This way of data processing enables to apply at each level
the dedicated feature selection methods such as stepwise or forward
and backward regression, leading to the simplification of the classifi-
cation decision and at the same time to better understanding the
basic relationships between the attributes and the classes under
recognition.

The proposed approach automates the procedure of the assess-
ment of the financial condition of the company applying for the
loan, enabling to simplify the whole process and reduce the cost of
its preparation. All steps of data processing are done automatically
without intervention of the human operator.

The numerical experiments have been performed using the data
set of few thousand financial entries corresponding to many interna-
tional companies. The results of these experiments have shown that

our system provides acceptable results and is superior over the classi-
cal, one stage classification systems.
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